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Abstract— Least Significant Bit (LSB) hiding technique is the most simple and efficient technique used for audio steganography. The idea be-

hind this research is to improve the conventional LSB technique by increasing the capacity of the hidden data and to get minimum effect for au-

dio signal, which is used to hide data. The approach proposes two steps; the first step is to randomize the selected frame that is used to hide da-

ta while the second step to embed the message bits in the deeper layers of samples and alter other bits to decrease the error, to achieve higher 

capacity and robustness. 

Index Terms— Audio signal, Bit modification, Data Hiding, Least Significant Bit, Randomization, Robustness, Steganography. 

——————————      —————————— 

1 INTRODUCTION
oday the Steganography deals with many electronic 
media rather than physical objects the Medias are used for 
digitally embedding message such as plain text hyper text 

audio or video still images and network traffic. There are 
many Steganography techniques which are used for hiding 
the data in a cover file. Broadband communication networks 
and multimedia data available in a digital format opened 
many challenges and opportunities for innovation. 
Multimedia information hiding is widely used to protect 
personal privacy and many effective methods have made 
progresses over the recently years. The word Steganography 
comes from the Greek and it means covered or secret writing 
[2]. Nowadays, embedding techniques are used for hiding 
information into something else for the sole purpose of hiding 
that information from the casual spectator.  

Audio Steganography describe methods to embed 
information into a carrier signal. In this technique audio file is 
sampled and then an appropriate bit of each alternate sample 
is altered to embed the textual information [4] [8].  

2 FEATURES OF STEGANOGRAPHY  
Embedding of data into an audio signal should be with the 
following restrictions and features: 
1. The data should be in encrypted format and directly em-

bedded into the media, instead of embedding into a header 
or cover, so that the data remain undamaged across varying 
data file formats [1][3]. 

2. The audio signal should not be corrupted and the embed-
ded data should not be traceable. Data must be hidden, in-
audible, not recognizable, and unseen to mean that an ob-
server does not notice the presence of the data, even if they 
are perceptible[1] [3]. 

3. The embedded data should be immune to modifications 
variety from planned and intellectual wound at removal to 
anticipated manipulations. 

4. Asymmetrical coding of the embedded data is desirable, 
since the purpose of data hiding is to keep the data in the 
host signal, but not necessarily to make the data difficult to 
access. 

5. Error detection and correction coding should be used to en-
sure data integrity [1] [3] [4]. 

Characteristics of Steganography: 
• Confidentiality 
• Imperceptibility 
• Accurateness 
• High capacity 
• Resistance 
• Visibility 
• Survivability 
• No detection 

The main idea of Steganography is to provide secure data 
at the receiver end like the cryptography. Both have been used 
to protect information. The cryptographic technique scramble 
messages so if intercepted, the messages cannot be 
understood. The Steganography involves making the content 
of the secret message unreadable while not preventing non 
intended observers from learning about its existence[9][10]. 
The goal of Steganography is to hide the data from third party 
whereas the goal of cryptography is to make data unreadable 
by third party. 

3 STEGANOGRAPHY TECHNIQUES 
Echo Hiding: 

Encodes and echoes the secret message in the form of the 
binary forms in audio signal with minimal degradation at the 
data. In echo hiding information is embedded in a sound file 
by introducing an echo into the discrete signal, Echo Hiding 
places embedded message in cover audio by introducing an 
echo. 
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LSB Technique: 
It is the way to embed information in a digital audio file. By 

substituting the least significant bit of each sampling point 
with a binary message, LSB coding allows for a large amount 
of data to be encoded. 
Parity Coding: 

It is way to break the sound signal into areas then hides the 
message in the parity bit. If the parity does not match, it 
adjusts the LSB of one of the samples to get the required 
(even) parity. 
Spread Spectrum: 

In the context of audio Steganography, the basic spread 
spectrum (SS) method attempts to spread secret information 
across the audio signal's frequency spectrum as much as 
possible [6]. Spread spectrum makes use of the fact that small 
changes are more difficult for the human eye or ear to detect at 
high energy levels (loud audio or bright video). The message 
is hidden in those areas of the carrier file with the greatest 
energy. 

4 PROPOSED ALGORITHM 
In this research, we improve the conventional LSB 

algorithm, by embedding the message bits to the audio bit 
stream (16 bit per sample) in random samples (section 5.0) to 
increase robustness, then apply bit modification technique 
(section 6.0) on the samples to decrease the error and to 
maintain the high perceptual transparency of the resulting 
audio signal 

 
In our proposed model we take two consecutive bits from 

the secret message and instead of changing a single bit in a 
sample we change two bits (for example 3rd and 4th position) of 
the sample. If there is change in these two bits we flip rest of 
the LSB otherwise there is no change. For example, if the 
original sample value was (0...01000)2=(8)10, and the hidden 
message  bits “01” are to be embedded into 3rd and 4th LSB 
layer, the standard algorithm will produce the value 
(0...00000)2=(0)10 to embed the 1st bit only and for the 2nd bit 
we need another sample, to embed the 2nd bit. Our proposed 
algorithm will produce (0...00111)2 = (7)10 to embed the two 
bits in one sample and after the sample reshaping, this sample 
is much closer to the original sample and contains two hidden 
bits (here 0 and 1) instead of one bit. 

 
Steps of data Encoding algorithm: 

1. Get the Tn input text to be embedded. Where n=1...m. 
Length of secret text is m, where m must be less than 65535 
characters. 

2. Convert the text into ASCII binary code. 
3. Read the An input audio file as cover file. Where n=1...k. 

The total number of samples of audio cover is k. 
4. Check the condition k > (m *8) +16. If yes, then execute the 

embedding process. Where 16 is the number of bits 
represent the total size of the message required to be 
hidden. 

5. Embed the size of the message (m represented in bits) in 
the first 16 samples in the LSB of the WAV file. 

6. Select the sample according to the PN sequence generator 
7. In the audio sample (k samples) hide the binary codes of 

secret text in the corresponding LSB bits of WAV file.  
8. Sample reshaping to get the minimum effect due to the 

message hiding. 
9. Repeat above procedure from point 6, till the entire 

message embedded in audio. 
 
Steps of data Decoding algorithm: 

1. Read the cover audio file  
2. Extract the size of the hidden message by reading the LSB 

of the first 16 samples 
3. Extract the binary code by reading the samples of LSB 

according to the PN sequence generator 
4. Convert binary code into characters. 
5. Display the secret message Tn. 
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Fig.1: Encoding algorithm     Fig.2: Decoding algorithm 

5 SAMPLE SELECTION USING PN SEQUENCE 
GENERATOR 

Another way to confuse the intruder is to add some more 
randomness in secret message embedding by using PN 
sequence random generation for the selected sample to hide 
the secret message. 

5.1 PN Codes 
The linear feedback shift registers (LFSR) generators are 

shift registers with feedback connections that use xor-gates  

5.2 Linear feedback shift registers (LFSR) 
The design of the PN code uses the so-called “generating 

polynomial”, which is the representation of the feedback 

connections in the form of polynomial, f(D), where D is the 
unit delay in the LFSR. The feedback connections for these 
LFSR generators are of either Galois configuration or 
Fibonacci configuration. Galois configuration uses summing 
units (XOR) between the shift-register stages, whereas 
Fibonacci configuration uses them in the feedback path of the 
shift register. 

Linear-feedback shift registers with n-stages may produce a 
sequence of the maximum possible length of length 2n – 1. 
These sequences are called maximum LFSR sequences or m-
sequences  [13],  [14],  [16],  [17],  [18], and their generating 

polynomials (f(D)), are called primitive polynomials. The 
number of one’s in an m-sequence is larger than the number of 
zero’s by one, and the sequence contains at most (n-1) 
successive zeros. 

5.3 Maximization of Sequence Period for a Fixed 
Register Length 

The maximum period achievable by a shift register with n 
memory elements is 2n. This maximum period is reduced by 1 
if the generator uses linear feedback, because the zero state is 
self-perpetuating, i.e., The LFSR initiated with zeros produces 
the uninteresting all-zeros sequence. Thus, the most efficient 
LFSR generators must cycle through all possible non-zero 
states before repeating, and the period L of an LFSR’s state 
sequence is bounded by: 

  
 

(1) 
Certain generating polynomials produce sequences of 

maximum length of 2n – 1. These sequences are called m-
sequences and their generating polynomials are called 
primitive polynomials.  

In our algorithm we use this technique to generate random 
sequence for the sample selection that is used to hide the 
secret message into it. 

This means that the embedded secret bits will not be 
arranged in order but it will be controlled by using the shift 
register sequence generator shown fig.3 for the sample 
selection. 

The polynomial that used is known at both the transmitter 
and the receiver side. It consists of 17 shift registers, for 
maximum length the polynomial used is x17 + x14 +1, which 
gives 131,071 sequences and that is sufficient for this 
application, but if you need to hide larger capacity of data, it 
may need to change to a larger cover audio and increase the 
number of sequences. 

Next it is required to set the unit delays by an initial state 
values, the output random sequence will be changed by 
changing these values, so it is important that the initial values 
must be fixed and known at both transmitter and receiver also 
this gives more security to the hidden message.  

Finally convert the output bits to integer value then add it 
to 16, as the first 16 samples is reserved for embedding the size 
of the hidden message to the LSB of each sample as shown in 
fig. 3. 
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Fig. 3 Random PN sequence generator 

6 SAMPLE RESHAPING 
This method is able to shift the limit for transparent data 

hiding in audio from lower LSB layer to higher LSB layer, 
using a two- step approach. In the first step, the secret bit is 
embedded into the ith LSB layer of the host audio using a LSB 
coding method. In the second step, the other bits in the sample 
will be modified in order to decrease the noise caused by this 
embedding. The standard LSB coding method simply replaces 
the original host audio bit in the ith layer (i=1,...,16) with the bit 
from the secret message bit stream. In the case when the 
original and secret message bit are different. 

 The ith LSB layer is used for embedding the error caused by 
the hiding process is 2i [1] quantization steps (QS) with 
amplitude range is [-32768, 32767] (this for hiding single bit). 
The embedding error is positive if the original bit was 0 and 
watermark bit is 1 and vice versa. The key idea of the 
proposed LSB algorithm is to minimize the distortion caused 
by the hiding process and at the same time not loosing the 
information of the hidden message in samples. It is clear that, 
if only one of 16 bits in a sample is fixed and equal to the 
secret message bit, the other bits can be flipped in order to 
minimize the embedding error and to be much closer to the 
original one. However, the extraction algorithm remains the 
same; it simply retrieves the ith bit by reading the bit value 
from the predefined LSB layer in the audio sample.  

 

7 TEST RESULTS 
To evaluate the performance of the proposed audio 

steganography algorithm, two wav audios were used. 
As defined in [12], signal to noise ratio for the WAV signal 

in time domain is computed using the relation: 
            (2) 

 
Where x(n) represent sample of input audio sequence and y(n) 
stands for sample of audio with modified LSBs.  

 
SNR is calculated for both audios using the same hidden 

message; the message is hidden in all channels;  
 
Maximum capacity of the message can be hidden in audio 

when hiding 1 bit per sample is calculated by: 
[(Total number of samples * number of channels) – 16] / 8    (3) 

 
Table 1 & 3 show the SNR when using the maximum 

capacity for both cover audios. 
Table 2 shows the SNR of the 2nd audio when using the 

same message size of the 1st audio. 
 
Wav (A) properties: 
Number of Channels: 2 
Sample Rate: 48000 
Total number of Samples: 42672 
Duration: 0.889 sec 
Bits per Sample: 16 
 
The maximum size of hidden text used for WAV (A) is 

21332 characters except in hiding in the 3rd LSB only; it was 
half the size of the message (10666 characters). 

 
Table 1 WAV (A) SNR at the maximum capacity using all 
samples for hiding the text message in different layers  

Hidden message placement 
inside the sample 

SNR (dB) 

3rd & 4th LSB with standard method 53.80 
3rd LSB with standard method 62 

2nd & 3rd LSB with standard method 59.82 
3rd & 4th LSB with proposed algorithm 61.14 
2nd & 3rd LSB with proposed algorithm 66.12 

 
 

 
Fig.4 WAV (A): SNR vs different size of hidden message characters 

 
 
 
 
Wav (B) properties: 
Number of Channels: 2 
Sample Rate: 44100 
Total number of Samples: 48558 
Duration: 1.1011 sec 
Bits per Sample: 16 

 
Table 2 WAV (B) SNR at the same hidden message of WAV (A) 
in different layers  

Hidden message placement 
inside the sample 

SNR (dB) 
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3rd & 4th LSB with standard method 56 
3rd LSB with standard method 63.74 

2nd & 3rd LSB with standard method 62 
3rd & 4th LSB with proposed algorithm 62.23 
2nd & 3rd LSB with proposed algorithm 67.63 

 
The maximum size of hidden text used for WAV (B) is 

24275 characters; SNR is calculated as shown in table 3 with 
maximum capacity while hiding using the 3rd LSB only the 
size was 12137 characters. 

  
Table 3 WAV (B) SNR at the maximum capacity using all 
samples for hiding the text message in different layers  

Hidden message placement 
inside the sample 

SNR (dB) 

3rd & 4th LSB with standard method 55.45 
3rd LSB with standard method 63.17 

2nd & 3rd LSB with standard method 61.48 
3rd & 4th LSB with proposed algorithm 61.67 
2nd & 3rd LSB with proposed algorithm 66.80 

 
 
 

 
Fig.5 WAV (B): SNR vs different size of hidden message characters 

 
 
 
 
 
 
 
 

 
Fig. 6 WAV (A) before and after audio stegnography at maximum 

capacity 
 

 
Fig. 7 WAV (B) before and after audio stegnography at maximum 

capacity 
 

It is clear from the previous tables and figures that the 
proposed algorithm improves the SNR over the standard 
method in comparing with the same order of bits used, also 
the results in SNR while using the for example the 3rd and 4th 
bits in proposed algorithm (WAV A: 61.14 dB – WAV B: 61.67 
dB) is better than using 2nd & 3rd  LSB standard algorithm 
(WAV A: 59.82 dB – WAV B: 61.48 dB), this gives more 
robustness as we go to deeper layers without affecting the 
SNR. 
 In addition it is very close to the 3rd bit only (WAV A: 62 dB – 
WAV B: 63.17 dB), this means that the proposed algorithm 
succeeded to give the same results in spite of using a higher 
bit and using 2 bits to hide the message data in the proposed 
algorithm gives more capacity rather than hidding only one 
bit, all of that is done while maintaining the transparency with 
the same cover (fig 6 & fig. 7).  

 

7.1  Advantages of the proposed approach 
• Described algorithm succeeds in not only increasing the 

depth of the embedding layer but also sample was chosen 
randomly without affecting the perceptual transparency 
of the audio signal.  

• That is, two-way of robustness, first, the selected frame is 
randomly chosen, Second, Additive noise has less effect 
on the hidden message as a higher order bits are 
modified.  

• The proposed algorithm obtains significantly lower bit 
error rate than the standard algorithm. 

• The stega-analysis of the proposed algorithm is more 
challenging as well, because there is a significant number 
of bits flipped in a number in bit layers and the opponent 
cannot identify exactly, which bit layer is used for the data 
hiding. 

• In addition, tests showed that the algorithm succeeds in 
increasing capacity, while keeping SNR value close to the 
level of SNR obtained by standard LSB embedding with 
lower capacity. 

8 CONCLUSION 
This research paper has extended the conventional LSB 

modification technique for audio steganography to make it 
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more secure against steganography analysis. An intelligent 
algorithm used to embed the message bits in the deeper layers 
of samples and alter other bits to decrease the error. Objective 
tests showed the algorithm succeeds in increasing capacity, 
while keeping SNR value close to the level of SNR obtained by 
standard LSB embedding with lower capacity. The stego 
message formed on the basis of proposed methodology cannot 
be differentiated from host message. The secret message on 
the receiver side can be extracted from the stego message as 
well. 
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